
 

Abstract— Technology advances have recently enabled the use
of DRAMs into logic integrated circuits. These embedded 
DRAMs can be used to efficiently implement caches since 
DRAMs require substantially less area than SRAMs. One 
challenge for DRAM based caches is that a small time between 
refreshes is needed to ensure data retention. These refreshes 
increase the power consumption even when the cache is idle. To 
mitigate this issue, the use of longer times between refreshes 
combined with the use of Error Correction Codes (ECCs) has 
been recently proposed. The idea is that the time between 
refreshes can be increased significantly while only causing data 
retention failures on a small percentage of the cells. Then those 
errors can be corrected by the ECC. For this scheme to be 
efficient the number of additional bits required by the ECC 
should be small. This is achieved by using large data blocks for 
the ECC which in turns means that a large data block has to be 
accessed even when only a small portion of it is needed. This has 
no effect on idle power consumption but increases the dynamic 
power consumption and reduces the effective memory bandwidth. 
In this paper, a technique to mitigate this issue is proposed. It 
enables better granularity in the read data accesses by 
partitioning the ECC block into two sub-blocks and modifying the 
error detection and correction processes. This reduces the 
dynamic power consumption and increases the available memory 
bandwidth while requiring only a moderate increase in the 
number of additional bits. 

Index Terms— ECC, BCH codes, Caches, eDRAM, memory, 
Low power. 

I. INTRODUCTION

HE use of new process technologies enables the 
integration of embedded DRAM (eDRAM) on a logic 

process [1]. This is interesting as eDRAMs can be used to 
build on-chip caches that are much denser than their SRAM 
counterparts. As an example a 32MB on-chip eDRAM cache 
has been incorporated in some IBM processors [2]. 

A key challenge for eDRAMs is that the refresh time is 
much smaller than that of traditional DRAMs [3]. This 
substantially increases the power consumption of the memory 
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when it is idle. To reduce the amount of refreshes, techniques 
that keep track of recent accesses have been proposed [4]. 
However those techniques provide no benefit when the 
memory is idle.  

When the time between refreshes is increased, some 
memory cells will suffer data retention failures. The data 
retention time of the cells varies significantly due to process 
variations [5], [6].  It has been shown that the time between 
refreshes can be increased substantially while keeping the 
number of cells that suffer data retention failures low [5]. This 
observation has motivated the use of Error Correction Codes 
(ECCs) to correct the errors caused by the increased time 
between refreshes [6].  Alternative schemes to detect errors 
have also been proposed [7]. 

Error Correction Codes have been used for decades to 
protect memories from radiation induced soft errors [8],[9]. 
Typically per word Single Error Correction Double Error 
Detection (SEC-DED) codes are used to that end [10]. This is 
sufficient as the error rates for terrestrial applications are low. 
However, when the ECCs are used to correct errors caused by 
data retention failures in eDRAMs, the error rates can be much 
larger. This means that more advanced ECCs that can correct 
multiple bit errors are needed. For example, in [11] the use of 
Bose–Chaudhuri–Hocquenghem (BCH) codes that can correct 
multiple bit errors is proposed for eDRAM caches.  

The use of more advanced ECCs also poses implementation 
challenges. For example, the number of additional redundant 
bits increases with the number of errors that a code can 
correct. The decoder complexity and latency also increase with 
the error correction capabilities of the code. Techniques to 
mitigate those issues were studied in [11] where a scheme 
named Hi-ECC was proposed. 

In Hi-ECC the issue of the decoding latency is solved by 
first checking if there are errors. When there are no errors, the 
rest of the decoding stages are not needed. As most of the 
blocks will have no errors, the average decoding latency is 
low. This technique is complemented with a fast decoding for 
single errors and an option to disable the blocks that suffer 
multiple errors.   

To reduce the number of additional bits, Hi-ECC uses large 
blocks (1KB versus 64B). This leverages the fact that the 
number of additional bits to achieve a given error correction 
capability in an ECCs grows less than the block size. In many 
cases, the number of additional bits is related to the logarithm 
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of the block size. The use of large blocks has an important 
drawback: read and write operations involve more cells and 
therefore require more power and memory bandwidth. This 
means that to access a given sub-block of 64B a complete 
block of 1KB has to be accessed. For write operations, the 
ECC bits can be calculated using only the old and new sub-
blocks and the old ECC bits such that there is no need to 
access the whole block. In addition, the encoding of BCH 
codes is much faster than the decoding. Therefore the main 
problem occurs for read operations. To overcome this issue, in 
Hi-ECC a table of recently accessed blocks is used. Since the 
contents of this table have been recently refreshed, there will 
not be data retention errors and there is no need to use the 
ECC for the block such that sub-blocks can be accessed 
directly.  

In this paper, techniques to allow read operations of data 
units smaller than a block using BCH codes are presented. The 
proposed scheme preserves the multi bit error correction 
capabilities of the block ECC while allowing access to half of 
the block. This will reduce the dynamic power consumption 
associated with the use of large blocks. Also when a table of 
recently accessed data is used, its entries can be half the size 
enabling a better granularity that can provide better 
performance. 

The rest of the paper is organized as follows, in Section II 
an overview of BCH codes is presented focusing on the 
aspects relevant to the proposed scheme. Then in section III, 
the new approach is presented in a general form and compared 
with the traditional use of BCH codes. Section IV presents a 
case study discussing in detail the proposed scheme for a given 
block size and error correction capability. Finally the 
conclusions of this work are presented in Section V that ends 
the paper. 

II. BCH CODES

Bose–Chaudhuri–Hocquenghem (BCH) codes are cyclic 
codes for which a large number of block sizes and error 
correction capabilities are available [12].  The main 
parameters of BCH codes are summarized in the following 
equation: 
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where n is the block size, k the number of data bits, n-k the 
number of additional bits added by the code, dmin the minimum 
distance of the code and t the number of errors that the code 
can correct. 

BCH codes can be systematized such that the data bits are 
not modified in the encoding process and only the additional 
bits are added. This is needed to use the procedure in which 
the blocks are checked for errors first and only decoded when 
there are errors.  

To check if there are errors, the parity check matrix H of the 
code can be used. The encoded data block is multiplied by the 

H matrix and an array is obtained. The array is known as the 
syndrome, if there are any non zero bits in the syndrome, the 
block contains errors. The H matrix for BCH codes has the 
following form: 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

−−−−−

−

−

12112312212

3133323

132

...1

..................

...1

...1

tnttt

n

n

H

αααα

αααα

αααα

 (2) 

where α  is a primitive element in the Galois Field GF(2m). It 
can be observed that the H matrix is constructed in such a way 
that the matrix for a code that can correct t errors contains the 
matrixes for the codes that can correct 1,2,..,t-1 errors. As an 
example, for t=2, m=4 and n = 24-1=15, the following H 
matrix is obtained: 
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In this case, the values over the GF(24) are represented by 
four bits in binary form such that α={0100}. Then, the first 
four rows of this matrix are precisely the H matrix for the BCH 
code with the same m and n but with a value of t=1. This code 
has a minimum distance of 2t+1 = 3 and therefore can detect 
double errors. Those are precise the errors that can correct the 
code with t=2. Therefore one interesting observation is that for
a given BCH code that can correct t errors the upper ⎡ ⎤2/tm ⋅

rows of the H matrix are sufficient to detect t errors. This 
means that correctable errors can be detected by computing 
only part of the syndrome.  This observation is used in the 
following section during the derivation of the proposed 
scheme. 

III. BCH CODE PARTITIONING SCHEME

The proposed technique is based on dividing the data block 
in two parts and storing additional information that allows us 
to detect errors in any of the two parts. This can be done by 
storing the partial result of the syndrome computation for the 
first half of the block. Then if the first half is accessed that 
partial result can be used to check if there are errors. If the 
second half is accessed, the same partial result can also be 
used to check if there are errors. This is so because the overall 
syndrome is zero in the absence of errors. Therefore the partial 
syndrome has to be the same in the two halves so that the XOR 
of both results is zero.   
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Figure. 1: Illustration of the proposed partitioning scheme. 

An illustration of the proposed scheme is shown in Figure 1. 
In the proposed scheme the coded word is divided in two 
halves FH ={C1,C2,…,Cn/2}and SH={Cn/2+1,C2,…,Cn} and a 
partial syndrome P is also stored. The syndrome is computed 
as:  

cHS ⋅=                    (4) 

where c is the coded block composed of bits C1,C2,….,Cn in 
column form. The partial syndrome P for the first half block is 
computed as   

HFH FHP ⋅=                  (5) 

Where HFH is a matrix composed of the first n/2 columns of 
H. In the absence of errors the syndrome will be zero and since  

HSHHFH SHFHcHS ⋅⊕⋅=⋅=          (6) 

 it follows that                 

HSHHFH SHFHP ⋅=⋅=               (7) 

This means that the partial syndrome can be used to check if 
there are errors in the first or the second half of the block. 
Therefore in the proposed scheme half blocks can be read and 
the partial syndrome is checked against the stored bits to detect 
errors. If there are errors, then the whole block is read and the 
errors are corrected using the BCH code. Since most reads will 
have no errors, the percentage of times that the full block has 
to be read will be small. 

In Figure 1, all the bits in the syndrome are also stored in 
the partial syndrome. This would double the number of 
additional bits required for the ECC.  So it would be more 
effective to use a block of half the size protected with a BCH 
code that can correct the same number of errors. However, the 
observation about the H matrix of BCH codes in the previous 
section enables a reduction of the number of bits that need to 
be stored in the partial syndrome. This number is given by 

⎡ ⎤2/tm ⋅  and the bits that have to be stored are the ones that 

correspond to the top  ⎡ ⎤2/tm ⋅  rows of the H matrix. With 

this optimization the number of additional bits is reduced 
compared to using a traditional BCH with half the block size.  
As an example the three options are compared in Table I in 

terms of the number of additional bits required for 128B data 
bits and t =2. It can be observed that the proposed scheme 
provides an intermediate option between using two blocks of 
64B or a block of 128B. 

TABLE I. NUMBER OF ADDITIONAL BITS

BCH block of 128B 22 
Two BCH blocks of 64B 40 

Proposed Scheme 33 

In the general case and assuming that the number of
additional bits for a BCH code is tmkn ⋅=−  for a block size 
k the proposed scheme requires:  
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additional bits for n bits. This compares to tm ⋅  bits for a 
BCH code of the same block size and tm ⋅−⋅ )1(2  for a BCH 

code of half the block size. 
The discussion so far has not considered errors that affect 

the partial syndrome bits. Those however can potentially lead 
to undetected errors. As an example consider again the case 
t=2. Suppose that an error affects one data bit Ci for which the 
corresponding column in H has only a non zero bit in the rows 
that are stored in the partial syndrome. Then if another error 
affects the bit in the partial syndrome that corresponds to the 
row that has the non zero value for the first bit in error, the 
error will not be detected. Therefore, this double error will not 
be corrected. Since the BCH code has t=2 the error would in 
principle be correctable if it is detected.  For the H matrix in 
(3) this would occur for example if an error affects the first bit 
of the word and the first bit of the partial syndrome. 

To address the issue of errors affecting the partial syndrome, 
a parity bit could be used to protect the partial syndrome. This 
would ensure that single errors in the partial syndrome are 
detected. When that occurs, the complete block is read and the 
full BCH code is used to ensure that the error on the partial 
syndrome does not mask errors on the data bits. When t is 
larger than 2 a SEC or SEC-DED code can be used to protect 
the partial syndrome to ensure that multiple errors are 
detected.  

The protection of the partial syndrome solves the issue of 

2012 IEEE 18th International On-Line Testing Symposium (IOLTS) 81



undetected errors but adds more additional bits to the block. 
This can be avoided using a different approach. Since the 
number of data bits in a block d is typically a power of two 
(for example 64B), from (1) the block size n has to be 2•d-1 to 
accommodate d data bits. This means that the code is 
shortened as k will be much larger than d. The shortening is 
done by setting to zero some of the data bits in all blocks. 
Those bits are not stored in the cache and the decoder 
automatically sets then to zero. When t=2, the shortening can 
be used to remove the bits in H for which the first m rows have 
only a bit that is one. If all those columns are removed, then a 
single error in a data bit and another in the partial syndrome 
will always be detected. The same approach could be used 
when t is larger than two but in that case, with a number of 
errors of t, multiple errors can occur in the data bits and the 
partial syndrome. This complicates the analysis that is not 
developed further in this paper.  

In this section the proposed approach has been presented in 
a general form. In the next section a specific case is illustrated 
covering all the details and showing its applicability to 
practical situations. 

IV. CASE STUDY

A cache that uses 64B sub-blocks in the access operations 
has been selected as a case study. This is the same
configuration used in [11]. Using the proposed scheme the 
cache is structured in blocks of 128B. A BCH code with t =2
(i.e. a double error correction code) is used in each block.  
This code is obtained by shortening the (n=2047, k= 2045)   
BCH code so that the number of data bits is 128B. To that end 
1011 bits are set to zero. The partial syndrome is composed of 
10 bits that are also stored in the memory as illustrated in 
Fig.1. 

The shortening of the code is performed in such a way that 
the issue of undetected errors discussed in the previous section 
is avoided and the implementation is optimized.  The 
optimizations enable the reduction of the number of additional 
bits and the simplification of the decoding logic.  The process 
starts with the first m rows of the original H matrix that will be 
denoted as HSEC. For the (n= 15, k =7) code in (3) for which 
m=4 this would be: 
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and the seven data bits correspond to the seven leftmost 
columns in the matrix. 

Now, the columns in HSEC are rearranged such that the mth

row has all the zero values on the first columns. This reordered 
matrix will be denoted as HSEC-Reordered and its shown below for 
the (n= 15 ,k =7) code. This reordering will allow us to reduce 
the number of bits stored in the partial syndrome as discussed 

later. 
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The shortening is now done over the reordered data block. 
To that end the columns that have only a one in the first m-1
rows are eliminated (i.e. the value of the associated bit is fixed 
to zero). This can be done as long as those columns
correspond to data bits and not to parity bits whose value 
cannot be fixed as it depends on other data bits. For large 
block sizes this is not an issue as most bits are data bits (for 
example for a 64B block we have 512 data bits and 10 parity 
bits). For the (n= 15 ,k =7) code the shortening is done to get a 
block with four data bits with the following HSEC-Final matrix: 
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which has data bits on columns 1,2,5 and 6. Now the block 
can be divided in two sub-blocks, the first comprises bits 1 to 
4 and the second the rest. The partial syndrome is also stored, 
but only the first m-1 =3 bits are needed as the mth bit will 
always have a value of zero in the first block and therefore 
from (7) also in the second. This reduces the number of 
additional bits to m-1 instead of m. In fact for this scheme to 
work, the fifth column also needs to be removed as otherwise 
an error on that bit would not be detected. 

For larger data blocks, many bits have to be removed in the 
shortening process.  The bits removed can be selected in such 
a way that the two sub-blocks have:  

1. The same number of data bits.  
2. Similar columns in the HSEC-final matrix. 

and  

1. All the columns with only one bit with a value of 
one in the first m-1 rows are removed.  

2. The column that has all the bits with a value of zero 
in the first m-1 rows is removed.  

Then the word can be reordered again so that the columns in 
the two sub-blocks are matched. This enables the use of 
similar equations to compute the partial syndrome in both 
sub-blocks thus reducing the implementation cost. This 
matrix will be denoted as HSEC-Opt and is illustrated below 
for a BCH code with (n = 63, k=51).   
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   HSEC-Opt =                   (12) 

�

It can be observed that most columns in the first (FH) and 
second (SH) sub-block are the same.  

The described procedure has been applied to the (n=2047, 
k= 2025)   BCH code to obtain a block of 1046 bits of which 
22 are parity bits and 1024 data bits. This block of 128B data 
bits is divided in two sub-blocks of 523 bits containing 512 
data bits and 11 parity bits. The corresponding columns in the 
HSEC-Opt matrix for each sub-block are the same except for two 
columns. This enables the use of very similar logic to perform 
error detection in the two sub-blocks.  

The proposed scheme requires 22 bits for the BCH code and 
10 for the partial syndrome giving a total of 32 bits. This 
compares with the 40 bits required to implement the BCH 
code in 64B blocks and 22 bits to implement the BCH for 
128B blocks. Therefore, it provides an intermediate option in 
terms of cost. In terms of performance, it enables read access 
to 64B blocks unless they have errors. Since errors are rare, 
the impact of those cases should be negligible. This means that 
the overhead of reading 128B blocks and its impact on 
dynamic power consumption is avoided.  

The proposed scheme for a 128 block with two 64B sub-
blocks has been implemented and tested using fault injection 
to ensure that all single and double errors are detected. All 
possible combinations for single and double errors have been 
exhaustively checked. Once an error is detected, the complete 
block would be read and the DEC BCH code used to correct 
the errors.  

The error detection process for some errors is described in 
the following: 

• A single error on any of the sub-blocks will be 
detected as all the columns have no zero values in the 
first m-1 rows. 
• A double error on any of the sub-blocks will be 
detected as the first m-1 rows are different in the
columns in each sub-block. 
• A single or double error in the partial syndrome will 
be detected as the check for the affected row (or rows) 
will give an error. 
• A single error in a sub-block combined with a single 
error in the partial syndrome will be detected as by 
construction, all the columns have more than a bit with 
a value of one in the first m-1 rows. 

In summary, all single and double errors are detected when 
reading a sub-block. This ensures that those errors will be 
corrected by accessing the complete block and using the BCH 
code. 

V. CONCLUSIONS

This paper has presented a technique to enable a better 
granularity for read accesses to a memory protected with BCH 
codes. This is done by partitioning the data block in two sub-
blocks and storing additional information to perform error 
detection per sub-block. This enables read operations to access 
each sub-block and only if there are errors, the complete block 
has to be read.  

The proposed scheme can be useful when BCH codes are 
used to protect embedded DRAM caches from the errors 
caused by using large periods between refreshes. In that case, 
BCH codes for large blocks are used to minimize the number 
of additional bits. However, this requires to access large 
blocks even when only a small part of the block is needed.  
This increases the dynamic power consumption and reduces 
the effective memory bandwidth. In this context the proposed 
scheme enables to read sub-blocks independently thus 
mitigating the problem.  

Future work will focus on evaluating the power savings for 
a given processor and for different software benchmarks as 
done in [11]. The application of the technique to BCH codes 
that can correct more errors will also be considered. The first 
step will be to consider codes that can correct four errors and 
derive the optimum check matrixes for each of the sub-blocks. 
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